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Abstract

This paper describes an ad hoc networking scheme and routing protocol for emergency communications. The objec-
tive of the network is to collect damage assessment information quickly and stably in a disaster. The network is con-
figured with a hybrid wireless network, combining ad hoc networks and a cellular network to maintain connectivity
between a base station (BS) and nodes even in a disaster. In the event that a direct link between the BS and a node
is disconnected due to damage or obstacles, the node switches to the ad hoc mode, and accesses the BS via neighboring
nodes by multihopping. The routing protocol proposed in this paper discovers and builds a route by way of monitoring
neighbors’ communications instead of broadcasting a route request packet. The network employs a dedicated medium
access control protocol based on TDM (Time Division Multiplexing) for multihopping in ad hoc networks to maintain
accessibility and to perform a short delay. Experiments showed that approximately 90% of nodes are capable of reach-
ing the BS within a few hops, even in conditions where only 20% of nodes maintain direct connections to the BS. In
addition, the results showed that it is feasible for the network to operate in a short delay for delivering a packet to
the BS. However, throughput is not retrieved sufficiently due to the restriction of the access protocol, whereas reach-
ability does improve sufficiently. Therefore, the network is suitable for collecting damage assessment information and
transmitting urgent traffic quickly and stably, while the data is restricted to a small amount.
© 2004 Elsevier B.V. All rights reserved.
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infrastructures are sufficient for these needs, as
long as telephone or mobile phone service is unin-
terrupted. However, when these infrastructures
break down, this pipeline for essential information
is cut. In the Kobe earthquake of 1995, for exam-
ple, heavy phone use by the general population
caused sudden and severe congestion in the phone
system [1], preventing quick and efficient gathering
of damage assessment information by government
authorities. As a result, response efforts were de-
layed, causing further damage that could have
been prevented with better communications. To
make matters worse, the communications break-
down was not limited to the immediate aftermath
of the earthquake, instead lasting three days dur-
ing which rescue and recovery were severely
hampered.

We have noticed from past instances that com-
munication systems have been obviously vulnera-
ble due to massive communication congestion
beyond estimation in the aftermath of a large-scale
disaster, and those obstacles to communications
increased the damage. In the wake of such bitter
experiences, several institutes have conducted re-
search to develop a system for disaster communi-
cations. A system to collect and distribute safety
information for people via the Internet in a disas-
ter has been developed and presented in [6]).
Regarding a monitoring system for damage on
lifeline facilities, Refs. {7,8]) have demonstrated a
system for collecting damage assessment informa-
tion, respectively. We review them in the following
section.

Meanwhile, the progress of current mobile com-
munication systems is leading to environments
capable of accessing networks anytime anywhere
[2). Even with explosively increasing subscribers,
mobile systems have responded to requirements
by developing new technologies such as CDMA
(Code Division Multiple Access), adaptive modu-
lation, directional beam forming, and so on. The
third-generation (3G) wireless mobile system cov-
ers up to 2Mbps in indoor environments and
144kbps in vehicular environments. The fourth-
generation (4G) cellular system will challenge the
data rate of 10-20 Mbps, and will reach speeds of
up to at least 2 Mbps for moving vehicles [2,3]. Be-
sides, it will provide multimedia services using

higher data transmission capacity [4]. These future
communication systems will be capable of main-
taining communications sufficiently not only in
ordinary environments but also in disaster situa-
tions, and we expect that advanced commu-
nication technology will enable a much swifter
response to satisfy the requirements of speedy
and effective rescue activities.

However, we should remember the primary
objective of the current networks has been best-
effort performances rather than secure accessibi-
lity. In the case of the attack on September 11 in
New York, the most up-to-date communication
systems for telephone and mobile phone services
were hampered by the heavy communication con-
gestion after the disaster. Furthermore, even on
the Internet, people could not access the network
due to the heavy load. These kinds of occurrences
remind us that communication obstacles during a
disaster have yet to be overcome.

Even if the channel capacity increases using
broadband communication technologies, it may
not solve heavy traffic congestion sufficiently in
disaster circumstances. The same issues may lurk
even in 3G and 4G systems since the network envi-
ronment is more complicated and the communica-
tion load is increased significantly more, and the
magnitude of disaster would be far beyond estima-
tion. The present countermeasure for congestion is
only to restrict connection from subscribers for
accessing the network. Therefore, it is necessary
to cope with maintaining connectivity and accessi-
bility of the network for urgent traffic in disaster
circumstances.

To overcome these kinds of issues for disaster
communications, this paper discusses network
architecture, focusing on maintaining the connec-
tion between nodes and a base station. We propose
a hybrid wireless network, combining a cellular
network and ad hoc networks. The rest of the pa-
per is organized as follows: In Section 2, we discuss
related work for disaster communications and cur-
rent network schemes. Sections 3 and 4 propose a
network model and a routing protocol including a
medium access control protocol for emergency
communications. Section 5 shows the experimental
results of performances. Section 6 concludes this
work.
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2. Related work
2.1. Current disaster communications

One of the critical factors in disaster communi-
cations is to collect damage assessment informa-
tion quickly and accurately for rescuing victims
and mitigating damage. The operation for the data
collection is conducted by the top-down approach
or the bottom-up approach.

In governmental operations for damage assess-
ment and emergency responsc strategies, the
top-down approach is carried out to collect infor-
mation. Ref. [10] describes an integrated disaster
management communication system, and claims
that several organizations should react not only
efficiently and individually but also in a coordi-
nated manner in disaster situations. A system
using a similar objective for disaster management
has been developed and introduced by the Disaster
Management Bureau of Japan’s Cabinet Office [5].
The Central Disaster Management Radio Com-
munication Network connects several public
agencies such as the fire-fighting agency, the mete-
orological agency, the police agency, the self-
defense force, and local governments for collecting
damage assessment information. The system aims
to make an assessment of the magnitude of dam-
age quickly under limited information immediately
after an earthquake and to implement strategies
for rescue operations.

On the other hand, rescue operations, which
need individual damage information, require the
bottom-up approach. Especially, relief activities
to rescue survivors trapped beneath rubble require
quick, accurate, and localized information. Several
systems have been proposed to collect actual dam-
age assessment information. Ref. [6] demonstrated
a system to gather safety information for people in
emergencies via the Internet referred to as 1AA
(1 Am Alive). The IAA system was designed to sat-
isfy the following functions: (1) Scalability and
flexibility to expand and change in proportion to
the scale of the geographical area of a disaster.
(2) Robustness and fault tolerance to provide com-
munication service without interruption even if
some parts of the system have crashed. (3) Privacy
and security to protect personal information

against queries that would violate privacy. The
IAA system is premised on the Internet operating
normally and sufficiently. In reality, the Internet
is useful for collecting and delivering information,
and the network may be robust due to redun-
dancy. However, it has a potential but obvious
obstacle for accessing the network due to commu-
nication congestion. Thus, it is difficult to collect
and deliver information quickly and stably using
IAA via the Internet in the aftermath of a large-
scale disaster.

Meanwhile, some dedicated wireless data collec-
tion systems have been studied to acquire damage
assessment information from lifeline facilities,
such as water supplies, gas supplies and electric
power supplies. A monitoring and controlling sys-
tem for gas pipelines was developed, as presented
in 7). The system equipped and deployed a large
number of SI (Spectrum Intensity) sensors at
3600 sites to detect seismic motion, and it intro-
duced prioritized telephone lines to maintain
accessibility to terminals in a disaster. The system
also controls shut-off valves according to instruc-
tions received via the communication lines from
the operation center. However, operating a system
involving 3600 sensor sites and operating a system
which can monitor the status of the hundreds of
thousands or even millions of residences using
gas in a major city are two entirely different mat-
ters. Setting up a system of dedicated telephone
lines to monitor the situation in a whole city would
be extremely impractical, if not impossible.

A monitoring system for lifelines installed in
residences was studied to collect urgent data. The
experimental system was developed with a central-
ized hierarchical wireless network, introducing a
CDMA technique and a polling access protocol
to achieve a low bit error rate and to collect data
efficiently [8]. The experimental results showed
that it is feasible to collect data from 256,000
terminals deployed in an entire city within one
minute for emergency signals without communica-
tion congestion. However, since each link between
a base station and terminals is connected with a
single path, it is easily supposed that some links
suffer damage, and cannot maintain connections
in disaster circumstances. The experiments showed
that the system needed to improve connectivity to
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operate in deteriorated channel conditions in a dis-
aster [9].

In the case of damage of a base station (BS) and/
or a central control station (CS), Ref. [23] has pre-
sented a network architecture to access a node from
a neighboring BS. Actually, the impact of damage
on a BS or CS is critical. However, it is possible
to implement a quakeproof design for their facili-
ties thus preventing damage. On the contrary, ter-
minals placed in residences or links connecting
terminals to a BS are vulnerable, and it is impracti-
cal to implement such a measure in all buildings.
This paper addresses network architecture to main-
tain connections between the BS and nodes in a cell
for disaster communications.

2.2. Network models for disaster communications

Current cellular systems are capable of provid-
ing efficient and stable communications as long
as the network maintains connectivity and copes
with communication congestion even in disaster
situations. On the other hand, since ad hoc net-
works may operate effectively for disaster relief
operations even if infrastructure facilities do not
work satisfactorily, the networking technologies
are advantageous for use in disaster commu-
nications. Various routing protocols for ad hoc
networks have been proposed as shown in
[11,12).

In the case of on-demand routing protocols of
ad hoc networks, e.g., AODV or DSR, a route re-
quest (RREQ) packet is broadcasted from a source
node due to route discovery. One concern, in dis-
aster circumstances, is that RREQ packets gener-
ated from massive nodes cause heavy traffic
congestion and communication failure. Likewise,
in the case of table-driven routing protocols, the
networks lapse into heavy traffic conditions since
a change of network environments happens sud-
denly and simultaneously. In addition, a signifi-
cant number of papers have addressed energy
issues of ad hoc networks [13,14]. The issue is espe-
cially nontrivial in terms of the environment, such
as disaster circumstances, in which devices cannot
be recharged easily. However, the network should
not stop the transmitting of emergency signals just
for the sake of saving battery power. The protocol

needs to be modified in order to reduce extra trans-
missions such as a packet-flooding method.

Considering the advantages of a cellular net-
work and ad hoc networks, various types of hybrid
wireless networks using multihopping have been
studied for the next generation mobile system to
achieve high data rate, high capacity, and wide
area coverage, including QoS (quality of services)
control.

A multihop radio access cellular system,
MRAC, was proposed in [15]. The system aims
to achieve high speed, high capacity and wide area
coverage using two kinds of hop-stations; one is a
dedicated repeater station set up in a good propa-
gation condition area, and the other is a user node.
In the event that a mobile station detects high
propagation loss on the “‘single-hop” path, the sta-
tion selects an available hop-station to relay data.
However, MRAC allows only single or double
hops via the hop-station. The allocation of hop-
stations requires difficult strategic decisions when
operating in disaster situations.

A hybrid network, called Sphinx, is considered
to be fair in terms of resource allocation and resil-
ience in addition to high throughput and low
power consumption in [16]. Mobile stations
operate in two modes, a cellular mode and a
peer-to-peer mode. When the mobile station
detects throughput degradation in the peer-to-peer
mode, it switches to the cellular mode. However,
the network may not work satisfactorily in disaster
situations, since the peer-to-peer mode suffers from
interference in heavy traffic, and the cellular mode
does not operate sufficiently due to communica-
tion congestion.

An integrated cellular and ad hoc relaying sys-
tem, called iCAR, was pointed out in [17] in which
the system lapses into blocking and dropping com-
munications due to localized congestion. The sys-
tem introduces ad hoc relay stations, which are
placed at strategic locations, to divert traffic in
one (possibly congested) cell to another (non-con-
gested) cell. It may be possible for nodes in a con-
gested cell to access surrounding non-congested
cells, resulting in traffic load balancing. However,
since the number of hops increases to relay a
packet via neighboring non-congested cells, a
potential issue of communication failure is a seri-
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ous concern. Furthermore, most cells lapse into a
state of congestion in a disaster.

3. Hybrid network
3.1. Network model and operation

Regarding network architecture for disaster
communications, the primary role is to collect
damage assessment information and various emer-
gency signals quickly and stably. The network has
to maintain connections between nodes and a base
station (BS) in order to satisfy the requirements.
Assuming that the contents of the traffic mainly
consist of sensing data, emergency signals, and/
or lifeline information indicating the state of dam-
age, the size of data from each node is several tens
of bytes, not including a large amount of data such
as an image of several kilobytes. In addition, since
nodes are fixed at a specified location, change of
the network topology is moderate in normal con-
ditions. However, in the event that a disaster or
emergency happens, the network condition may
change rapidly and extensively.

We propose a hybrid network composed of a
BS and several nodes for a data collection system
in a cell, exploiting advantages of ad hoc networks
and a centralized network. The hybrid network,
referred to as ECCA (Enhanced Communication
Scheme Combining Centralized and Ad-hoc Net-
works), is configured with ad-hoc networks (AD-
Net) and a centralized network (CH-Net), as
shown in Fig. 1. Provided that a node is able to re-

CH-Net

Fig. 1. ECCA network model. CS: central control station, BS:
base station, TM: terminal.

ceive a signal from the BS and to establish the con-
nection, the node operates in a cellular mode of
CH-Net, as shown in Fig. 2(a). On the other hand,
in the event that a node cannot maintain a connec-
tion with the BS, the node switches to an ad hoc
mode. It searches neighboring nodes, which have
a route to the destination, the BS, and then re-
quires one of their nodes to forward its packet,
as shown in Fig. 2(b). As a result, the node dynam-
ically establishes a route to the BS. We refer to a
node operating in the cellular mode as a direct
connection node (DCN), and a node operating in
the ad hoc mode as an indirect connection node
(ICN). The DCN can relay a packet, which is
transmitted from/to a neighboring node of ICN,
and ECCA connects nodes of CH-Net and AD-
Net seamlessly.

3.2. Channel structure

ECCA equips two types of channels, one is a

. data channel to transmit large user-data directly

between a BS and nodes, and the other is a control

(a)

(b)

Fig. 2. Operation modes. BS: base station, D: direct connection node. n: nodes which cannot access BS directly. (a) Cellular mode,

(b) ad hoc mode.
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Fig. 3. Frame structure. (a) Data channel, (b) common communication channel (CCCH).

channel to send control data from the BS to nodes
and status or reply data from nodes to the BS. The
control channel especially plays a major role in
transmitting urgent data by multihopping, as de-
scribed later.

Fig. 3 illustrates the frame structure of the data
channel and the control channel. The data channel
is configured with CDMA (Code Division Multi-
ple Access) sub-channels multiplexed with different
spreading codes. By dividing the CDMA sub-
channels into multiple timeslots, the radio system
can increase the number of multiplexed channels,
maintaining the orthogonality. This technique is
referred to as TD-CDMA (Time Division and
Code Division Multiple Access) [9]. In the figure,
the number of multiplexed CDMA sub-channels
is p, and the number of timeslots is g, resulting
in the number of sub-channels of p - g.

A frame of the data channel consists of RTS
(request to send), CTS (clear to send) and DATA
fields with the time division multiplexing (TDM)
manner, as shown in Fig. 3(a). These fields are
composed of sub-channels multiplexed with

CDMA codes, and each field is divided into time-
slots, based on TD-CDMA. Especially, the RTS
and the CTS are designed in a short timeslot for
sending a small request and reply packet.

When a node transmits a packet in the data
channel, it, at first, sends a request packet in any
one of the timeslots in the RTS field to reserve a
channel of the DATA field. In conditions where
the request packet reaches the BS successfully,
the BS allocates one of the data channels to the
node, and notifies the allocation in the CTS field
with the same CDMA code whose node transmit-
ted the request packet. When succeeding in making
a reservation of the data channel, the node trans-
mits its data packet in the designated channel,
and the BS replies with the acknowledgement
(ACK) sequentially in the timeslot. In addition,
provided that the node has more packets in its buf-
fer, the node sets the piggyback flag of the data
packet header when transmitting data. The node
is allowed continuously to use the channel for
the following data. The allocation status is in-
formed in the CTS field.
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Meanwhile, a frame of the control channel is di-
vided into short mini-timeslots, and every node in
a cell is assigned to one of the mini-timeslots.
Hence, the channel operates in the TDM, and
every node shares the channel. Hereafter, we refer
to the channel as the Common Communication
Channel (CCCH). Fig. 3(b) shows its frame struc-
ture which consists of a packet header, data and
a CRC (Cyclic Redundancy Check) code. The
packet header includes a type of packet, addresses
of a source, destination, sender and receiver, and a
hop-count (HCNT), which is used for the route
discovery process, as described in the following
section. When receiving the packet addressed by
unicasting, the node replies with the ACK in the
same mini-timeslot.

For the CCCH operation, every node has to
synchronize a frame with other nodes. The GPS
clock is one of the solutions. However, the system
requires a more flexible way to operate in disaster
circumstances. For the system to be designed with
the time-division technique is critical as is the case
with other communication mechanisms using time
synchronization, and several institutes have at-
tempted to resolve the issue [18-21] We assume
that nodes connecting with a BS directly can syn-
chronize with the BS’s clock, and other nodes
detecting surrounding communications synchro-
nize in the autonomous frame synchronization
manner in ad hoc networks as shown in [19,20].

4. Routing protocol

In this section, we propose a routing protocol
using unicast-communication instead of broad-
casting a route request. In either a cellular or an
ad hoc mode, nodes establishing a route to the
BS periodically transmit a packet in CCCH to in-
form the BS of the status of nodes. We premise this
scheme for the protocol.

4.1. Route discovery

In the event that a node cannot access the BS in
the cellular mode, the node switches into the ad
hoc mode, and then initiates a route discovery
process. The routing protocol employs a metrics,

hop-count (HCNT) indicating the number of hops
to reach the destination. The node monitors com-
munications of neighboring nodes in CCCH in-
stead of broadcasting a route request packet.
When overhearing a packet, the node checks the
HCNT of the packet, and then records the value
and the sender node address as its next-hop node,
provided that the value of the HCNT is smaller
than or equal to the fixed limit of the system
parameter. When the node transmits a packet, it
sends the packet to the recorded next-hop node
in unicasting by increasing the value of the HCNT
by one. The required intermediate node relays the
packet according to the route information which
the node has already found. The packet is finally
delivered to the BS.

Each node is equipped with an entry table and a
route table to record its route information. The en-
try table contains the HCNT of a neighboring
node, and the address of the node. The table is re-
ferred to for forwarding a packet toward the desti-
nation. In conditions where the HCNT contained
in the packet is smaller than the value stored in
its entry table, the node updates the information
of the entry table. Thereby, the node comprehends
the address of the smallest hop-count node. If
there are multiple nodes accessible at the smallest
hop-count, it can select one of them randomly.
Since the proposed routing protocol chooses the
shortest path, the number of accessible nodes is a
trivial matter for the most part, though it may
influence the redundancy of alternative paths. On
the other hand, the route table contains route
information, addresses of a source node and a sen-
der node to send back from the destination to the
source node. The information of the table is set up
when a packet is forwarded to the destination, the
BS.

Fig. 4 illustrates the scenario of the route dis-
covery process. A node named node-s, which
cannot access the BS, monitors communications
of neighboring nodes. When node-s overhears a
packet which is transmitted from node-i to node-
/. the node checks the HCNT (=k) and knows
how many hops are required to reach the BS from
node-i. Node-s records the address and the HCNT
of node-i in its entry table. Node-s also records a
route via node-j as shown in Fig. 4. Provided that
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Fig. 4. Route discovery in ECCA.

node-s selects a node (node-i) as the next hop node
according to the stored HCNT, it transmits a
packet to node-i by unicasting, setting the HCNT
at k + 1. Receiving the packet from node-s, node-i
forwards the packet according to the route, which
it previously knows, to reach the BS. The packet
finally reaches the BS via multihopping. Thus,
nodes discover a route by monitoring neighbors’
communications, and transmit a packet via the
neighboring nodes by unicasting. Hence, the meth-
od is a unicast-based routing protocol.

4.2. Upward and downward route management

Since the network of ECCA transmits a packet
between a BS and nodes, we refer to a route to-
ward the BS as “Upward”, and a route from the
BS to a node as “Downward.” As described
above, an upward packet is transmitted to the
BS according to the entry table of each node. On
the other hand, a downward packet is sent back
according to the route table.

In Fig. 4, an intermediate node, node-i, records
a route to node-f, and it transmits a packet to node-f
with the HCNT set up at k. When required to relay
a packet by node-s, node-i forwards the packet to
the next hop node, node-f, according to the entry
table. Concurrently, node-i records in its route
table the address of node-s as the send-back node
for the downward packets. Likewise, node-f re-
cords the entry table and the route table. When a
downward packet addressed to node-s arrives at
node-f, the node finds the downward path, and
relays the packet to node-i according to its route
table. Finally, the packet is delivered to node-s
according to the route table of each node.

4.3. Route error and route maintenance

In the event that an intermediate node detects
failure in forwarding a packet, it does not carry
out retransmission in ECCA, even though the
node can retransmit a packet via another route.
If some intermediate nodes execute retransmission
to other routes, it may take a long time for a
source node to detect the failure, despite requiring
a short delay to deliver packets to the BS. In addi-
tion, the failure-prone packet transmitted in an un-
steady route may rove during retransmission, and
may hamper other packet transmission of the sur-
rounding nodes.

Alternatively, ECCA introduces a mechanism
to handle communication failure in order for an
intermediate node to reply with a route error mes-
sage Or an expiration message to the downward
node if it detects the failure. Provided that a node
has another upward route to relay the message, the
node replies with a route error message. On the
contrary, in case the node has no route to forward
the message, it replies with an expiration Inessage.
When the intermediate node receives a route error
message, it relays the message to the downward
node without replacement. When the intermediate
node receives an expiration message, and provided
that the node has an alternative path in the entry
table, that is, it can switch the path to forward a
packet, it sends back to its downward node the
route error message instead of the expiration.
Therefore, when the source node receives the route
error message, it can retransmit the packet to the
same next hop node, because the intermediate
nodes have an alternative path. When the source
node receives the expiration message, it must send
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the packet to another next hop node to transmit
via another route.

Since each node transmits a packet periodically
in ECCA, nodes update the freshness of the routes
by monitoring surrounding communications,
resulting in maintaining the connectivity to neigh-
boring nodes. If a node notices that it has not de-
tected a packet from the neighboring node during
the time to live (TTL), the node deletes the entry to
the neighboring node in its entry table. If the node
has no entry in the table, it has to defers sending a
packet. Thus, since the nodes do not transmit a
route request packet by broadcasting, interference
by the transmissions is not induced. In addition,
they do not consume power caused by the unprof-
itable transmission of broadcasting.

4.4. Multihop access scheduling

Since a packet is transmitted in the TDM fash-
ion as described in the previous section, it is neces-
sary to avoid the packet excessively staying in the
queue of a relay node for multihopping. We em-
ploy an access scheduling manner for multihop-
ping in ECCA; a source node transmits a packet
in a designated timeslot, while an intermediate
node relays the packet in the timeslot of the source
node, not in its own timeslot. Thereby, the multi-
hopping manner allows a node to relay multiple
packets within a frame interval, even if a large
number of packets converge to the node. Fig. 5
shows the multihop transmission mechanism,
though the figure leaves out ACK between the
neighbors.

Meanwhile, the source node needs to defer
sending the following packet for the drawback
while other nodes are occupying the timeslot.
Thereby, the BS sends back the reply packet to in-
form the node of the arrival of the packet and to
indicate that the timeslot is idle.

5. Experiments and results
5.1. Conditions

Experiments were carried out by computer sim-
ulation for evaluating the following metrics, con-
sidering disaster conditions. The simulation
conditions are assumed as follows:

» Computer simulation assumes that nodes and a
BS are placed in a residential area by fixed allo-
cation, and the BS collects damage information
from nodes.

e The BS is located in the middle of the cell, and
nodes are arranged in a grid, where the grid
interval is assumed at 20m, and is denoted by
d. Experiments assume four types of cell sizes;
the radius of each cell is 250m, 340m, 500m
and 1000m. Hence, the number of nodes con-
tained in each cell is 489, 901, 1961 and 7845.

* Direct connection nodes (DCNs), which are
able to access the BS directly without damage,
are randomly set up in the grid. The number
of DCNs is decided according to DCNR,
which is defined below. Those nodes operate
in the cellular mode while the remaining nodes

Timi
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Fig. 5. Multihopping scenario.
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transmit a packet by multihopping in the ad
hoc mode, and they are set up in the remaining
grids.

¢ The communication range of each node operat-
ing in the ad hoc mode is set at the grid interval
(d) in order that the node is able to access four
adjacent nodes.

e Experiments assume that the communication
failure rate is negligible.

e Assuming that the sensing data to be
transmitted always exist in a transmission buf-
fer and every node transmits the data at the
designated timing immediately, we evaluate
throughput and delay for transmitting a packet
by multihopping, not including delay in the
queue.

5.2. Definition

We introduce certain parameters to evaluate
network performances in disaster circumstances,
and the metrics for the evaluation.

5.2.1. Parameters

Direct connection node ratio: Direct connection
node ratio (DCNR), a parameter which considers
disaster communications, is defined as the ratio
of nodes which can access the BS directly, and is
given by

Number of direct connection nodes
Total number of nodes in a cell
m

o, g

DCNR =

where m; is the number of nodes which are able to
reach the BS at one hop, and N is the number of all
nodes in a cell.

Relative node density: We first define the refer-
ence density, which is the condition of the nodes
being arranged in all grids, in conditions where
the communication range of nodes is equal to the
grid interval. Using the reference density, we define
a relative node density (RND) as a parameter,
which is the ratio of node density for the reference
density:

_ Node density
" Reference density

(2)

5.2.2. Metrics

Reachability: Reachability (y) is defined as the
ratio of nodes which are able to reach the BS di-
rectly or by multihopping. The maximum hopping
range (MR) is given as a parameter, which is the
fixed limit of hop-count. Reachability (y(r)) within
n hops (MR = n) is given by

E?:l m

yn) == L=y Ayt Y, 3)

where m; is the number of nodes reachable to the
BS at i hops, and y,,¥,,. . ., 7, denote the reachabil-
ity in each hop-count (1,2,...,n).

Throughput: Throughput within »n hops (n(n)) is
defined as the ratio of transmitted packets to the
number of packets that all nodes can transmit dur-
ing T (s), and is given by:

_ 2i19:(7)

n(n) = T 4)
where g{T) is the number of packets transferred to
the BS at i hops during Ts. ¢ is the coefficient of
the number of packets that a node is able to trans-
mit during the frame interval, where ¢ is set up at
one (1) in the experiments.

Delay: We define delay as the time for two-way
transmission between a node and a BS. That is, the
delay is indicated in the total number of frames for
a data packet to reach the BS and for the
reply packet to return to the source node. The
average delay (¢y) of the network within n hops
is given by:

" qi
o) = i Ziot Sy, (5)
> =1 9:(T)
where g{T) is the number of packets transferred to
the BS at i hops during T, f;; is the number of
frames in conditions where the j-packet is trans-
ferred at i hops.
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5.3. Results

5.3.1. Reachability

We show the results of reachability in Fig. 6 and
7 in conditions where the radius of the cell is
340m, and the number of nodes is 901. Each graph
of Fig. 6 indicates the results in each hop-count as
a function of DCNR. The results show that the
proportion of two hops is dominant in the case
when DCNR is between 20% and 50%. Even in
the range of 10% or less in DCNR, a two- or
three-hop transmission is still more dominant than
other hops. Fig. 7 indicates the reachability of each
hopping range in cumulative form. Given that
DCNR is 50% or higher, reachability is up to
90% or more if only MR is at two.

According to public reports, 80% of residences
suffer damage of the middle level in an earthquake
[22]. We assume that wireless devices placed within
those residences may receive the impact of the
damage. We also assume those devices are able
to communicate with neighboring nodes though
they cannot access the BS directly due to the im-
pact of the damage. Based on these assumptions,
we pay attention to the results when the DCNR
is 20%. The results of Fig. 7 showed that the net-
work is capable of maintaining reachability of
approximately 90% within three hops when the
DCNR is 20%.

Fig. 8 shows the impact of a cell size on reach-
ability as a function of DCNR. Experiments were
carried out for four cell sizes as listed in the simu-
lation conditions. The results show that reachabil-
ity depends on the extent of multihopping

Reachability

Fig. 6. Reachability in each hop-count.
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Fig. 8. Impact of a cell size on reachability.

regardless of the cell size. Most nodes can reach
the BS within a few hops regardless of the cell size,
since we assume the direct connection nodes
(DCNs) may remain randomly in a cell when a dis-
aster occurs.

The impact of node density on reachability is
shown in Fig. 9 in conditions where DCNR
is 20%, and the radius of the cell is 340m as a
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Fig. 9. Impact of node density on reachability.
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function of relative node density (RND). Even if
the node density decreases at 50%, reachability is
maintained at 60% by multihopping within three
hops, while it is maintained at 90% or more in
the case of the reference density. The graph with
the solid line indicates the isolated node ratio,
which is the ratio of nodes that are isolated from
surrounding nodes. The results actually show the
impact of decreasing the density. Since the isolated
node ratio is about 20% in conditions where RND
is 50%, the possible reachability is up to 80% by
increasing the hopping range to four hops or more.

From these results, ECCA is capable of allow-
ing most of the nodes to reach the BS within a
few hops even in disaster circumstances where
available node density may decrease.

5.3.2. Throughput

Fig. 10 shows the results of throughput in con-
ditions where the number of nodes is 901.
Throughput is calculated by Eq. (4) according to
the measurements of delivered packets. The graphs
indicate the results of MR =1,2,3 and unlimited
hopping as a function of DCNR. In the case where
MR is at two and three, and DCNR is at 20%, the
throughput is retrieved up to 35% and 40%,
respectively. Even if increasing MR up to four or
more, the throughput is approximately equal to
the result of MR =3 in the range of DCNR>
20%. ECCA can transmit only a packet in a time-
slot, and in addition, it employs the end-to-end re-
ply manner. Thereby, a source node is necessary to
defer sending a follow-up packet; performance for
transmitting a packet is restricted. As a result, the
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Fig. 10. Average throughput.
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Fig. 11. Average transmission delay.

throughput is not improved as drastically as reach-
ability is.

5.3.3. Delay

As described for the network operation in the
experimental condition, data always exists in the
buffer of a node, and a packet is immediately
transmitted when a reply packet for the previous
transmission has arrived. The duration to transmit
a packet from a source node to the destination and
to send back the reply to the source node takes
2k ~ 2 frames according to the access scheduling
manner shown in Fig. S, where k is the number
of hops. Fig. 11 shows the average two-way trans-
mission delay of all nodes in the network, where
MR of each graph is one, two, three and has no
restriction number. In the case of MR = 1, the re-
ply arrives immediately during the timeslot. In the
cases of MR=2 or 3, even if DCNR is at 0.2 or
0.1, average delay is one or two frames, respec-
tively. Therefore, the network is capable of han-
dling packets in a short delay, and the feature is
suitable for disaster communications.

6. Conclusion

This paper has proposed a hybrid wireless net-
work scheme, ECCA, which combines ad hoc net-
works and a cellular network, and a routing
protocol. The routing protocol allows a node to
discover a route via neighboring nodes by moni-
toring surrounding communications without a
route request packet. Some experiments showed
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that approximately 90% of nodes are capable of
reaching the base station within three hops by
multihopping even if only 20% of the nodes can ac-
cess the BS directly. The results also showed that
the network is feasible of operating in a short delay
for delivering a packet to the BS. However,
throughput is not retrieved sufficiently, while
reachability improves sufficiently by two or three
hops. Therefore, the network is suitable for collect-
ing damage assessment information and transmit-
ting urgent traffic quickly and stably, while the
data is restricted to a small size. We expect that
the proposed network scheme and the routing pro-
tocol can satisfactorily provide operation for dis-
aster communications without congestion even in
the aftermath of a large natural or man-made dis-
aster. Further study is underway to investigate the
total performance of the network by modeling
with a probability process. The access protocol is
also underway for further improvement of the
throughput.
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